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Abstract

In many neuroimaging studies functional connectivity measurements are collected
across a cohort of multiple subjects. Given such data, a fundamental problem corre-
sponds to accurately quantifying variability across subjects. In this vignette we provide a
brief illustration of the recently proposed Mixed Neighborhood Selection (MNS) algorithm
which is able to simultaneously estimate connectivity networks at the population and sub-
ject level as well as quantify inter-subject variability. The MNS package includes parallel
implementations the MNS algorithm as well as cross-validation functions; thereby provid-
ing computationally efficient methods through which to select regularization parameters
and perform model estimation.

Moreover, this vignette also introduces an algorithm from which to simulate functional
connectivity networks for a cohort of related individuals. It is well documented that
functional connectivity displays reproducible activation patterns across subjects while
simultaneously exhibiting high inter-subject variability. To our surprise, we found there
to be limited algorithms through which to simulate connectivity networks for a cohort of
subjects which display these widely accepted properties. To address this, we present a
simple and efficient method through which to simulate functional connectivity networks
for multiple subjects.



1 Introduction

A cornerstone in the understanding brain connectivity is the notion that connectivity can be
represented as a graph or network composed of a set of nodes interconnected by a set of edges
[Bullmore and Sporns, 2009]. In the context of functional connectivity, edges represent statis-
tical dependencies across spatially remote brain regions [Friston, 2011]. Understanding and
quantifying variability in functional connectivity is a fundamental problem in modern neuro-
science [Kelly et al., 2012, Mueller et al., 2013]. Standard approaches within the neuroimaging
literature tend to either ignore this variability by estimating a single network across all sub-
jects or proceed too cautiously by estimating a network for each subject independently!. The
former strategy makes implicit assumptions regarding the exchangeability of the data which
are difficult to justify in practice. Conversely, the latter approach does not exploit the shared
network structure across subjects leading to detrimental effects on the quality of the estimated
networks.

In order to partially address this issue, the mixed neighborhood selection (MNS) algorithm
was recently proposed [Monti et al., 2015a]. Briefly, the MNS algorithm looks to decompose
the network structure into two classes: reproducible edges which are present across the ma-
jority of the cohort and edges which represent subject-specific idiosyncrasies. It follows that
the latter captures the inter-subject variation.

In order to empirically validate the proposed MNS algorithm we require a method through
which to produce synthetic data where the true underlying covariance structure is known.
Moreover, it would be desirable for such data to showcase the many hallmarks of functional
imaging data. To our surprise, we found that while there is a wide array of algorithms
for simulating connectivity on a subject-specific level, limited attention has been given to
generating simulated data for a cohort of related subjects. As a result, in this vignette
we present and implement a novel algorithm through which to simulate realistic functional
connectivity networks for a cohort of subjects.

The objective of this vignette is two-fold. First, we introduce the aforementioned algo-
rithm through which to simulate functional connectivity across a cohort of subjects. The
proposed algorithm was designed to display several of the well-document properties of func-
tional connectivity networks as well as properties reported during an exploratory data analysis
of the ABIDE data set [Di Martino et al., 2014]. This is presented in Section 2. Second, we
introduce the MNS algorithm together with the corresponding MNS package. We highlight the
strengths of the MINS algorithm through the use of examples with simulated data.

2 Simulating functional connectivity networks for a cohort of
subjects

There is a wealth of literature and algorithms for simulating a functional connectivity net-
work for a single subject. However, there are limited methods through which to simulate
connectivity networks across a cohort of subjects. While it would be possible to assume the
networks are identical across all subjects, this corresponds to a tenuous assumption which
can rarely be validated in practice.

"More sophisticated methods (e.g., those proposed by Varoquaux et al. [2010]) have also been suggested
but we do not discuss this further in this vignette. See Monti et al. [2015a] for a detailed discussion



In this section we present a novel algorithm through which to simulate functional con-
nectivity networks across a cohort of subjects. The resulting networks are shown to display
some of the well-documented properties of connectivity. These properties include significant
inter-subject variability [Mueller et al., 2013] together with a subset of highly reproducible
edges.

The remainder of this section is organized as follows: we briefly review some of the prop-
erties of functional connectivity networks in Section 2.1. The proposed algorithm is then
introduced in Section 2.2 together with an alternative method in Section 2.3. We conclude
by presenting some examples in Section 2.4.

2.1 Properties of functional connectivity networks

There are several well-documented properties of functional connectivity networks, chief among
which is their modular structure and the presence of hub nodes [Bullmore and Sporns, 2009].
In addition to this, high inter-subject variability is often reported across subjects. A hallmark
of this variability is that it does not occur uniformly but instead tends to display certain
characteristics: for example the pre-frontal region is often reported to display high inter-
subject variability [Finn et al., 2015] and the distance between regions is also hypothesized
to play a role [Van Dijk et al., 2012].

It is often the case that the these characteristics are quantified and measured via the
use of graph theoretic techniques [Rubinov and Sporns, 2010]. For example, the clustering
coefficient is often employed as a measure of functional segregation or modularity while the
degree distribution is often employed to see if the network follows a power-law distribution.

In the remainder of this section we present a new algorithm through which to simulate
multiple related functional connectivity networks and subsequently employ graph theoretic
measures to demonstrate that the proposed algorithm is able to recreate many of the proper-
ties typically observed in neuroimaging data. In particular we focus on recreating the following
properties:

1. Networks should display a scale-free organization [Bullmore and Sporns, 2009]. This
implies that node degrees should follow a power-law distribution resulting in the presence
of highly connected hub nodes.

2. Significant inter-subject variability should be present. Following from reports in the
literature, we assume there is a subset of edges which demonstrate the highest variability
(e.g., these could correspond to edges in the pre-frontal region or between spatially
remote regions as discussed previously).

3. Finally, based on an exploratory data analysis of the ABIDE data (documented in Monti
et al. [2015a]) we found that the clustering coefficient, a measure of network cohesiveness
[Barrat et al., 2004], was significantly higher within a population network as opposed
to subject-specific networks We therefore look to recreate this property as well.

2.2 Proposed algorithm

The proposed algorithm proceeds as follows: first a population network is simulated according
to the preferential attachment model of Barabési and Albert [1999]. This corresponds to the
set of reproducible edges which are shared throughout the entire cohort of subjects, denoted



by EP°P. In order to obtain the corresponding precision matrix, @ we follow Danaher et al.
[2014] and uniformly sample the edge strengths.

In order to introduce inter-subject variability a set of variable edges, E, is randomly
selected according to the Erdés and Rényi [1959] model. The cardinality of F is specified,
such that only e.q, = |E' | random edges are selected. The choice of e,4, directly affects
the extent of inter-subject variability in the simulated cohort. We write E(?) to denote the
subject-specific idiosyncrasies associated with the ¢th subject. Thus, for each subject edges
in E are added to the edge structure, EW  with probability 7 € [0, 1]. If variable edges are
present their strength is sampled uniformly at random independently for each subject. We
note that setting 7 = 0 results in an identical network for all subjects. At the other end of the
spectrum, setting 7 = 1 results in all subjects having identical edge support (i.e., the same
edges will be present or absent across all subjects). However, edge weights for edges within
E are randomly sampled thereby introducing variability across subjects.

Pseudo-code for the proposed method is provided in Algorithm 1. It is important to note
that the proposed algorithm returns simulated network structure for both the population
connectivity network as well as the subject-specific networks. Moreover, we also obtain a
simulated network of highly variable edges captured in E.

Algorithm 1: Generate population and subject-specific random networks

Input: Number of nodes p, number of subjects N, size of random effects network
eran = | E|, a random effects edge probability 7 € [0,1] and connectivity
strength r € R,

Result: Population network, ©P°P, subject-specific networks, {@(i)}, random effects

edges E

1 begin

2 Simulate EPP according to Barabasi and Albert [1999] model

3 Build ©P°P by randomly selecting edge weights from the interval [—r, —Z] U [5, 7]

4 Simulate E according to Erd8s and Rényi [1959] model with e,q, edges

5 forie{l,...,N} do

6 for each edge (j, k) do

7 if (j, k) € E then

8 | (j, k) € E® with probability 7

9 Randomly select edge weights and signs for ©()

10 return EP? E, {E®} and ©P, {00}

2.2.1 Data generation

While Algorithm 1 can be employed to simulate functional connectivity networks across a
cohort of subjects, care must be taken when looking to simulate the corresponding data. In
this package, data is generated for each subject according to the following multivariate normal
distribution:

XD~ N <0, (PD (@POP n @(”))1) , 1)



where PD(-) is a function applied in order to ensure the resulting matrix is positive definite.
In this work we follow Danaher et al. [2014] and ensure ©P + ©() is positive definite by
rescaling the off-diagonal entries. This involves dividing each off-diagonal entry by the sum
of the absolute values of all off-diagonal elements in its corresponding row. This results in a
non-symmetric matrix which we average with its transpose in order to obtain a symmetric
matrix.

2.3 Alternative simulation methods

In addition to the Algorithm described above, the MNS package also implements the net-
work simulation method described in Danaher et al. [2014]. Briefly, this method simulates
related networks for a three-subject problem. Nodes are divided into ten equally sized and
unconnected sub-networks. Within each sub-network the connectivity structure is simulated
according to the preferential attachment model of Barabdsi and Albert [1999], thus nodes
display a power-law degree distribution. Of the ten networks, eight are present across all
three subjects. Of the remaining two sub-networks, one is present in two of the three subjects
while the final sub-network is present only in one subject.

While such an approach shares several similarities with the proposed method (e.g., node
degree follow a power-law distribution in both), there are several key differences. First and
foremost, this method is only able to simulate subject-specific networks. As a result, there is
no clear method from which to obtain population networks. Moreover, it can be argued that
this method of network simulation is unrealistic as nodes are divided into equally sized and
unconnected components. Finally, in its current implementation this method is only able to
simulate data for N = 3 subjects and the degree of inter-subject variability is fixed. This is in
contrast to the proposed method where networks can be simulated for any number of subjects
and the degree of inter-subject variability can be varied by changing parameters e,.q, and 7.

2.4 Implementation and examples

In this section we provide various examples to highlight the network simulation methods
within the MNS package and give example code.

Within the MNS package, random networks are simulated via the gen.Network function.
This function implements both the proposed method for network simulation, described in
Section 2.2, as well as the method of Danaher et al. [2014], described in Section 2.3.

The gen.Network function takes as input a number of parameters, the most important of
which is the method parameter which defines the algorithm through which to simulate random
networks. This parameter can take one of two values; the default setting of method="cohort"
simulates random networks according to algorithm 1 while setting method="danaher" employs
the algorithm described in Section 2.3.

The number of nodes is specified by parameter p, while the parameter Nobs specifies the
number of observations to simulate per subject. If this parameter is not provided then only
the random networks are simulated and returned (i.e., random data for each subject is not
simulated). The remaining parameters only affect the "cohort" simulation method; Nsub is
the number of subjects?, sparsity is the sparsity of the population network?, REsize and

Znote this is fixed at three for method="danaher"
3the number of edges added in each step of the Barabasi and Albert [1999] algorithm is altered to obtain
the desired sparsity



REprob correspond to ey, and 7 above and REnoise determines the variability across edges
in E. Some examples are described below.

In the following code networks are simulated using Algorithm 1 for N = 3 subjects. The
resulting object, Net, is a list which contains three entries. The first, called Networks, is
a list of length N where the ith entry corresponds the precision matrix for the ith subject.
Note that is will contain both the population edges, EP°P, as well as the subject-specific
edges, F. The second entry, called PopNet, is the population network while the third entry,
RanNet, indicates which edges are highly variable. The resulting simulating networks can
then be plotted using the plot.MNS function. This is an $3 method for objects of class MNS
and is discussed further in Section 3.

> library("MNS")

> set.seed(1)

> N=3

> Net = gen.Network(method = "cohort", p = 20,

+ Nsub = N, sparsity = .2,
+ REsize = 20, REprob = .5,
+ REnoise = 1)

> # plot simulated networks:

> plot(Net, view="sub")

Figure 1: Random networks for N = 3 subjects simulated using Algorithm 1. Solid edges
indicate reproducible population edges present across all subjects while dashed edges represent
subject-specific idiosyncrasies and encode inter-subject variability. Edge color is indicative of
the nature of the partial correlation.

The above code results in the networks shown in Figure 1, one per subject. Solid edges are
population edges which are present across all subjects while dashed edges represent subject-
specific idiosyncrasies which are only present across some of the subjects. Finally, line color is
indicative of the nature of the relation between nodes; blue edges indicating a positive partial
correlation while negative partial correlations are indicated by red edges. We note there is
clear inter-subject variability introduced by the additional edges. Returning to Algorithm 1,
the blue edges are generated in step 2. While the set of red variable edges, E, is selected in
step four and these edges are randomly added in steps 7 and 8.

We note that it is possible to obtain networks varying edge densities by appropriately
adjusting the sparsity parameter Moreover, additional inter-subject variability can be in-
troduced by increasing REsize or REprob.



In contrast, we may also simulate networks according to the model proposed in Section
2.3. Note that this only requires the number of nodes, p, to be specified.

> library("MNS")

> set.seed(1)

> Net = gen.Network(method = "Danaher", p = 20)
> # plot simulated networks:

> plot(Net, view="sub")

Figure 2: Random networks as simulated using method described in Section 2.3.

Finally, we note that if the Nobs argument is passed then multivariate data will be simu-
lated as discussion in Section 2.2.1. This can be achieved as follows, with an example plotted
in Figure 3.

> library("MNS")

> set.seed(1)

> N=3

> Net = gen.Network(method = "cohort", p = 20,
+ Nobs = 500,
+
+
+
>
>

Nsub N, sparsity = .2,
REsize = 20, REprob = .5,
REnoise = 1)

# plot simulated networks:

plot.ts(Net$Data[[1]][, c(1,2,3,4,5, 6)], main="")
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Figure 3: Simulated data for for six nodes across a single subject.

3 Mixed Neighborhood Selection

In this section we briefly overview the Mixed Neighborhood Selection (MNS) algorithm and
presents its implementation in the MNS package. For a more thorough discussion please see
Monti et al. [2015a]. The MNS algorithm looks to model functional connectivity networks
as Gaussian graphical models (GGMSs). This is a popular approach within the neuroimaging
community [Varoquaux and Craddock, 2013] and is partially motivated by the large number
of highly efficient algorithms through which to estimate the corresponding graphical models.

Throughout this work we focus on neighborhood selection algorithms, first introduced by
Meinshausen and Biithlmann [2006]. The intuition behind neighborhood selection is that if
the edge structure at each node can be accurately inferred, then the overall edge structure
can also be inferred. Moreover, neighborhood selection methods are particularly appealing
since it can be shown that the neighborhood (i.e., the local edge structure) of any node,
v, can be inferred be considering the optimal linear prediction of observations at that node
given all other nodes. In such models, nodes that are not in the neighborhood of v will be
omitted from the set of optimal predictors. As a result, covariance selection is reformulated
as a subset selection problem. The latter problem can be efficiently solved via the use of the
Lasso [Tibshirani, 1996]. Thus neighborhood selection allows us to recast covariance selection
as a series of Lasso regression problems, each of which is solved independently.

The MNS algorithm extends neighborhood selection to the scenario where data from multi-



ple subjects is available. This is achieved by introducing an additional mixed effect component.
The objective of the additional random effect is to capture subject-specific idiosyncrasies. This
serves to yield a more accurate model of population covariance structure (as inter-subject vari-
ability is recognized and dealt with adequately) as well as accurate subject-specific networks
(as information is only leveraged across subjects when appropriate). Furthermore, we are
also able to obtain an estimate of inter-subject variability on an edge-by-edge basis. This
is a crucial advantage of the MNS algorithm when compared to alternative methods. By
providing an estimate of variability across edges we are able to obtain a clear intuition as to
which regions drive inter-subject variability.

In the remainder of this section we discuss some of the details of the MNS algorithm
together with the corresponding functions. In Section 3.1 we discuss parameter selection.
The visualization methods of the MNS package are discussed in Section 3.2.

3.1 Parameter selection

The MNS algorithm requires the input of two regularization parameters. The first parameter,
A1, dictates the severity of regularization applied on the population network. Thus large values
of A1 result in sparse population networks. The second parameter, s, penalizes subject-
specific deviations from the population network. Thus large values of Ay will lead to identical
networks for all subjects. In the MNS function these two regularization parameters are specified
by the lambda_pop and lambda_random arguments respectively. These parameters must be
selected with care as they are closely related; for example placing a high regularization on
the population network (i.e., a high A;) may lead the model to over-estimate subject-specific
edges as compensation.

In the MNS package the regularization parameters are selected via K-fold cross-validation.
While alternative approaches based on information theoretic criteria could be employed we
found cross-validation to perform better in practice.

The cv.MNS function implements K-fold cross-validation. The dat argument contains the
data for all subjects. This should be in the form a list where the ith entry is the data for
the ith subject. The 11irange and alpharange parameters specify the grid of regularization
parameters. Note that the sparsity penalty has been re-parameterized as follows:

a-A|Blh+ (1 —a)- Aol (2)

where parameters A are specified by the argument lambda_range and parameters « by
alpha_range.

Cross-validation methods are renown for their high computational cost. In order to re-
duce some of the computational burden, the cv.MNS function can also be run in parallel by
appropriately setting the parallel argument. Further, the cores argument allows users to
specify the number of cores to employ.

> set.seed(1)

> N=10

> Net = gen.Network(method = "cohort", p = 10,

+ Nsub = N, sparsity = .2,
+ REsize = 10, REprob = .75,
+ REnoise = 1, Nobs = 75)

> # run cross-validation



CV = cv.MNS(dat = Net$Data,
lirange = seq(.05, .075, length.out = 5),
alpharange = seq(.25, .75, length.out = 3),
K=5, parallel=TRUE)
# fit MNS model:
mns = MNS(dat = Net$Data,
lambda_pop = CV$11 * (1-CV$alpha),
lambda_random = CV$11 * (CV$alpha))

+ + VV 4+ + +vV

3.2 Visualization

The MNS package also contains the plot.MNS function. This is an S3 function for objects
of class MNS. It can be used both to visualize simulated networks, as shown in Section 2.4,
or to plot the output of the MNS algorithm. The view argument determines which results
are plotted. The "pop", "var" and "sub" options plot the population, variable and subject-
specific networks respectively.

Following from the example in Section 3.1 the population network, shown in Figure 4, can
be plotted as follows:

> plot(mns, view="pop")

As before, edge color is indicative of whether the partial correlation between each of the two
nodes is positive or negative while the edge thickness indicates the magnitude of the partial
correlation.

Moreover, since an edge-by-edge estimate of variability is provided for networks it is
possible to identify specific functional relations which are irregular across the cohort. The
network of variable edges is plotted by changing the view argument:

> plot(mns, view="var")

The result is shown in Figure 5. Since variability is reported on an edge-by-edge basis the
results are easily interpretable. As before, the edge thickness is proportional to the magnitude
of the variance.

Figure 4: Estimated population network. Figure 5: Estimate variable edges. Plot-
This is the set of edges which are repro- ted edges are highly variable across the en-
ducible across the entire cohort. tire cohort of subjects.

Finally, it is also possible to view the estimated networks on a subject-specific basis. As
before, this is achieved by changing the view argument. Further, the subID argument selects
which subjects to plot. In the code below we plot the networks for the 2nd, 4th and 6th
subjects.
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> plot(mns, view="sub", subID=c(2,4,6))
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-

Figure 6: Estimated subject-specific networks for subjects 2, 4 and 6. Population edges are
plotted as solid lines while variable edges are plotted as dashed lines.

The results, shown in Figure 6, show the estimated networks for three of the ten subjects.
As before, the color and thickness of each edge indicates the nature and magnitude of the
partial correlation. Population edges are plotted as solid lines whiles variable edges are plotted
as dashed lines.

4 Conclusion

In this vignette we have introduced the MNS package and highlighted the functionality and
use of its functions. The MNS package has been written in order to estimate multiple related
Gaussian graphical models. While the motivation for this work has been estimating resting-
state functional connectivity networks from fMRI data the methods described in this vignette
(and in Monti et al. [2015a]) can be applied in any scenario where the objective is to estimate
multiple graphical models. Another possible application of the MNS algorithm would be to
study variability over time within a single subject. For example, it has been suggested that
functional connectivity is non-stationary [Monti et al., 2014, 2015b]. Thus by dividing resting-
state data into blocks it would be possible to study variability within a scan for a single
subject.

In order to empirically validate the MNS algorithm, we have presented a novel algorithm
through which to simulate realistic networks. The proposed method can simulate networks
with varying levels of inter-subject variability. Moreover, the resulting networks demonstrate
several well-documents properties observed in functional connectivity networks; these include
a power-law distribution for the node degree as well as significant inter-subject variability.
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